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Abstract

The Shoot Apical Meristem (SAM) of plants is the biological target for a mathematical modeling of developmental systems. The full model incorporates cell growth, proliferation and mechanical interaction, as well as a model for the gene regulatory network (GRN). The GRN-model includes intracellular protein interactions, and also intercellular interactions in various forms. Also transportation of proteins between cells are allowed for. The resulting multicellular model framework is used for mimicking expression domains of known genes in the SAM. Our simulations address the widely discussed regulatory network of the CLAVATA1, CLAVATA3 and WUSCHEL genes, which is important for controlling the development of the SAM and thereby the complete plant. It includes interaction between genes expressed in non-overlapping spatial regions of the SAM, requiring a model where information flows between cells. We show the applicability of the proposed model as a helpful tool to go from current insufficient assumptions about the interactions, to a genetic network which is able to produce gene expression domains in-silico, agreeing with experimental data.
1 Introduction

The Shoot Apical Meristem is the source of the complete aboveground part of a plant. *Arabidopsis thaliana* has become a model system for dicot plants [The-Arabidopsis-Genome-Initiative, 2000, Meinke et al., 1998], and it has a SAM constituted of about $10^3$ cells. It retains this size and its almost half-spherical shape throughout the post embryonic life of the plant. The SAM can be divided into cytologically defined zones where the central zone is at the very apex, the peripheral zone is on the sides, and the rib meristem is in the central parts of the meristem [Meyerowitz, 1997, Steeves and Sussex, 1989]. The central zone is the stem cell domain, the peripheral zone is where new leaf and flower primordia originate, and the rib meristem cells are differentiating into cells contributing to the stem and inner parts of the plant. An interesting property of the SAM is that it is self organizing. For example, if the shoot is divided into two parts, both parts can reorganize into new functional SAMs [Steeves and Sussex, 1989]. In recent years, analysis of expression patterns of important genes have refined the regions of different cell types in the SAM (see e.g. [Bowman and Eshed, 2000]). The mutant phenotypes and expression patterns in plants are used to explore the roles of different genes in the development of the SAM. These experiments are far from exhaustive but parts of a genetic network, controlling the development of the SAM, have been identified [Fletcher et al., 1999, Brand et al., 2000, Schoof et al., 2000].

The modest size and the amount of experimental data of the SAM, makes it an appropriate candidate for developmental modeling. The focus of this chapter will be on interactions between the CLAVATA1 (CLV1), CLAVATA3 (CLV3), and WUSCHEL (WUS) genes [Fletcher et al., 1999, Brand et al., 2000, Schoof et al., 2000], which is widely discussed in the recent literature. Since these genes are expressed in non-overlapping spatial domains of the SAM, a model incorporating intercellular interactions and signaling is required. We here extend a multicellular model framework [Shapiro and Mjolsness, 2001, Mjolsness et al., 2002] to incorporate a more thorough description of intercellular protein signaling. This allows for simulations of the WUSCHEL/CLAVATA network in the SAM which *in-silico* is able to reproduce gene expression domains from experiments on wild type plants.

We argue and show that a model framework with interaction and signaling between cells, such as the one we describe, is a powerful tool to investigate the behavior of various parts of a developmental system. The model can be used to falsify or discard hypotheses, and also to introduce and test new ones.

2 The Shoot Apical Meristem

All cells of the aboveground part of a plant originate from a group of stem cells found at the growing tip of the shoot called the shoot apical meristem. The SAM forms during plant embryogenesis, and after seed germination it remains a collection of undifferentiated cells approximately uniform in shape and size. At the same time it provides at its flanks the cells that will become lateral structures (leaves with attendant second-order meristems and flowers), and at its base the cells that will make the stem, including pith and vasculature. Thus, through the life of the plant the addition of cells to the meristem by cell division,
and the departure of cells to form differentiated structures, must be closely balanced. Furthermore, the pattern of cell divisions must be highly controlled, to maintain the uniform meristematic shape and to provide flanking structures in appropriate positions (e.g. spiral phyllotaxis).

The interactions between the genes CLV1, CLV3 and WUS are proposed as a possible explanation of how plants control the size of the stem cell region in the shoot [Bowman and Eshed, 2000, Weigel and Jurgens, 2002]. The expression domains and interactions of the CLV1, CLV3 and WUS genes are suggested from a number of experiments [Fletcher et al., 1999, Brand et al., 2000, Schoof et al., 2000], and are illustrated in figure 1. The WUSCHEL protein, which is a homeodomain transcription factor, upregulates the expressions of the CLV1 and CLV3 genes. On the other hand, CLV3 encodes a small, putative extracellular protein and CLV1 a receptor kinase protein which both act in a network down-regulating the WUS expression. This feedback network is proposed to regulate the size of the stem cell region of plants. An increased WUSCHEL domain will generate larger CLV1/3 regions which in turn will repress the WUS region. As can be seen in figure 1 the expression domains are not overlapping spatially. The stem cell marking CLV3 is expressed at the very apex, while CLV1 and WUS are expressed in a central region below, sometimes referred to as an “organizing center” [Bowman and Eshed, 2000].

Figure 1: Illustration of suggested expression patterns of the CLAVATA1,3 and WUSCHEL genes in the SAM. Blue corresponds to WUS, green to CLV1 and red to CLV3. The arrows represent the interactions suggested by experiments [Fletcher et al., 1999, Brand et al., 2000, Schoof et al., 2000, Bowman and Eshed, 2000].

3 Modeling the SAM

Although the interaction network described in the previous section is widely discussed in the literature, some questions that arise with its assumptions are not. For example, if WUS is a positive regulator of CLV3, why is it that it only upregulates CLV3 in a region above it’s own expression domain? Why not within it, or symmetrically around it? These kinds of questions are particularly addressable using a modeling framework. In in-silico models it is possible to include known data in an expanded network to create expression patterns of the known genes.

Figure 2 shows a hypothesized network that includes the CLV1,3 and WUS genes, as well as yet unidentified genes. Marked in the red box is the network implied by experiments (cf. figure 1). The
added gene $X$ is not yet identified, but experiments indicates that the WUSCHEL protein does not move between cells [Lenhard and Laux, 2001], requiring some other protein/molecule transferring the information. The $X$ in the network could actually represent a larger subnetwork of genes that in the end upregulates both CLV1 and CLV3. The important property for the model to succeed is that a “signal” originates from the WUSCHEL region, that it decreases with distance from the region, and that it upregulates CLV1 and CLV3. In the proposed network we have implemented $X$ as a protein which can move between cells by diffusion. For CLV1, $X$ is the only input and CLV1 is expressed if and only if the concentration of $X$ is above a threshold value within the cell.

The main hypothesis introduced in the network model is shown in the blue box in figure 2. It suggests how WUS can be involved in promoting the CLV3 domain. The idea is that there is a second gene, $L_1$, involved which is expressed only in the surface layer ($L_1$) of cells in the SAM. The protein $Y$ represents a signal which originates from the $L_1$-expressing cells and diffuses into the SAM. The CLV3 gene is turned on only if the total signal ($X$ and $Y$) exceeds a threshold value in the cell.

A second hypothesis, also included in the network, is marked with a green box in figure 2. This part of the network is used to create the $L_1$-specific expression pattern for the $L_1$ gene, regardless of the initial expression patterns of the included genes. $Z$ is a gene which is expressed all over the SAM.

Since only the cells of the SAM is included in the simulations, the lowest layer of cells represents the start of the stem in the plant. The boundary is implemented as a gene expressed only in these lowest layer cells ($STEM$). Note also that the suggested repression from CLV1,3 on WUS is not yet included.

![Figure 2: Hypothesised network for developmental control in the plant shoot. Solid line arrows represents intracellular interactions and dashed represent intercellular.](image)

In figure 3, the results of a non-growth simulation of the SAM is presented. The final (stable) expression pattern for some of the genes in the network are shown.

The simulation starts with an initial concentration of WUSCHEL protein in the cells shown in figure 3a, analogous to the known WUS domain. There is no external input to the WUS gene, and the expression stays on in these cells throughout the simulation. The stem indicating protein is initiated with a nonzero protein concentration in the bottom cell layer. This gene also stays on in initiated cells
Figure 3: Results from a static SAM simulation including 1765 cells. The cells are color-coded by protein concentration values. The WUSCHEL region is initiated and the system is simulated until the expression patterns are stabilized in all cells. (a) WUS (blue) and a L1-specific gene (red). (b) The L1 diffusive signal Y (red is high protein concentration, blue is low). (c) CLV1 (colors as in b). (d) CLV3 (colors as in b).

only throughout the simulation. All other proteins are initiated with zero initial concentration in all cells, and the expression patterns shown in figure 3 are the stable self-organizing expression domains for the model network.

Figure 3a shows the final expression of the L1 gene in red. The expression is restricted to the cells of the surface layer. From the L1 expressing cells there is a diffusive signal sent into the inner regions of the SAM which is shown in the concentration value of the Y protein in figure 3b.

Figure 3c and d shows the resulting expression patterns for the CLV1 and CLV3 genes. Both show close resemblance with the domains found in real SAMs.

4 Discussion

It is indeed encouraging that the proposed network actually produces a stable configuration where the CLV1 and CLV3 expression domains agree with experimental data. The model shows a self-organization of the expression domains with the only requirement that the WUSCHEL gene is expressed in its known region.

A large portion of the network consists of hypothesized components. Some of these may correspond to real genes. There are for example an L1-sharp expressing gene (ATML1, [Lu et al., 1996]) as well as a diffusely L1-peaked gene (ACR4, [Tanaka et al., 2002]), which might be analogous to the L1 and Y genes respectively. The homeodomain transcription factor ATML1 is also thought to bind to its own promoter. This is an essential component in the submodel corresponding to our second hypothesis; the network that automatically generates a L1-specific gene. ATML1 binds to the L1-box motif [Abe et al., 2001], which appears in a number of L1-specific gene promoters, including its own. Hence, it is a good target for
mutation experiments, testing our hypotheses, and we have initiated a discussion to create experiments for this.

The proposed network can explain experimental data, but it remains speculative. The more important contribution is to show how the introduced model framework is valuable as a tool when evaluating a developmental system. We have used it to suggest possible explanations of experimental data in the SAM, including hypotheses open for verification. In the model framework, a gene is only an extra variable, and an interaction is a parameter in the differential equations. The simulations presented here need only a couple of minutes to finish on a typical personal computer (1GHz AMD processor). Hence, the framework provides a tractable method to refine new hypotheses \textit{in-silico} for future verification \textit{in-vivo}.

5 Methods

The Generic Model

The central part of the model is the proteins and the regulation of their production. The proteins are implemented by concentration values in each cell, and the dynamics are described by a neural-network inspired genetic regulatory network (GRN) model [Mjolsness et al., 1991, Marnellos and Mjolsness, 1998]

\[ \tau_a \dot{v}_a^{(i)} = g(u_a^{(i)} + h_a) - \lambda_a v_a^{(i)} + \gamma_a v_{a,ext}^{(i)}, \]

where

\[ u_a^{(i)} = \sum_b T_{ab} v_b^{(i)} + \sum_j \Lambda_{ij} \left( \tilde{T}_{ab} v_{(j)}^{(i)} + \sum_{bc} \tilde{T}_{ac} \tilde{T}_{cb} v_c^{(i)} v_c^{(j)} \right), \]

\[ g(x) = \frac{1}{2} \left( 1 + \frac{x}{\sqrt{1 + x^2}} \right). \]

In equations (1-3), the $v$’s are the protein concentrations, $a, b$ are indices for the proteins and $i, j$ are indices for the cells. The model describes intracellular interactions encoded by the $T$ matrix, as well as intercellular interactions between proteins of neighboring cells. The intercellular part contains a direct interaction ($\tilde{T}$), and also a ligand-receptor type of interaction ($\tilde{T}^{(1)}\tilde{T}^{(2)}$). In our simulation, only the direct interaction term is used, but the ligand-receptor interaction would be the suitable for the CLV1/3 signal, omitted here. The $\lambda$ term is a degradation term, $\tau$ is a time parameter, and $h$ is a parameter regulating the basal expression level for a gene. $\Lambda$ describes the connection between cells. The addition of the $\gamma$-term represents contributions from other kinds of processes. The simulation presented in this paper uses diffusion as a model for transferring a molecular signal between cells, which defines the $\gamma$-term in this case.

The cells are approximated to have spherical shapes. A mechanical interaction between cells is described by a spring potential between each pair of neighboring cells with a relaxing distance equal to the sum of the radii. The interaction is softly truncated for larger distances, such that there is no interaction between cells that are not neighbors.

Although the simulation presented here only represents a non-growing model, the framework does include cell growth and proliferation [Shapiro and Mjolsness, 2001]. Growth is implemented as being
radially symmetric and the rate may be a function of both the mass (size) of the cell, and the protein concentrations within the cell. Different models of the cell-cycle are implemented, where the simplest implementation uses only the cell size, and the cells divide when the mass reaches a threshold value. A more biologically interesting implementation uses the Goldbeter model [Goldbeter, 1991], and the period can be tuned by a binding of proteins to the cyclin protein as proposed in [Gardner et al., 1998]. Using this model, growth is decoupled from the cell proliferation. At a cell division the total mass is conserved. In the first step of the division, two smaller spheres are created and placed partly on top of each other and then the action of the spring force moves the new cells apart, in a direction dependent on interactions with neighboring cells.

Simulation

The model framework is implemented both in C/C++ and in Cellerator [Shapiro and Mjolsness, 2001, Shapiro et al., 2002], which is a Mathematica package. The simulation presented is from the C/C++ implementation of a nongrowing SAM. The static solution is found by integrating the time differential equations until a stable configuration is found. The differential equation solver is a 5th order Runge-Kutta using adaptive step sizes, based on the odeint function from Numerical Recipes [Press et al., 1992]. The simulations have been performed on a PC running Linux.

In the simulation there are many parameters, the most important of which are the parameters in the GRN-equations (1-2). Experiments only suggest whether interactions are up- or down-regulating, and no rates are given. Hence, the parameters are tuned by hand. More than one set of parameters result in the behavior shown in this paper.
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