Syllabus ICS 280 WQ 2004

Research in Probabilistic Knowledge Representation
Eric Mjolsness

This will be a research seminar on current issues and papers of relevance to the use of probabilistic methods in representing, discovering and using knowledge, particularly in scientific applications.  The resulting algorithms, many still in need of development, will extend ordinary pattern recognition and learning methods from vector data to structural data involving sparse labeled graphs.  Application areas will include geology, biology, and information retrieval.
Expectations: Students will read assigned papers and participate in class.

Tentative outline

Generative data models
Boltzmann probability distributions



Generating functions

Polynomial energy functions


Conditional independence

Generalization: constrained Markov Random Fields


Bayes networks (static DAG)



Map to elementary stochastic grammar



Map to Boltzmann distribution

Triple specification: graph notation, grammar, energy function


Clustering


Grammar and energy function for mixture models


Plate notation

Fully graphical notation


Generalization to hierarchical mixtures


Priors for probabilities and class #: PowerLaw, Dirichlet


Network models



Degree priors on sparse matrices/graphs

Variable-structure systems:

Objects, relationships, and transformations

Applications

Information retrieval



Elementary: documents, words, topics



Advanced: tree, DAG, and graph structure on documents and topics


Geological examples
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Rock-Deposit models

Stratigraphy models
Graph/network generative models


Graph grammars



Degree priors

Agglomerative growth, node duplication

codeword specifications

graph motifs, graph clustering, recursive graph structure

Network computing paradigms:



Artificial neural networks (with local dynamics at the nodes)


3D dynamic geometry



mesh refinement



boundary objects


full graphical model notation: node and arrow types
Applications


Cell Biology



Central dogma representations



Multimolecular complexes as graphs



Reactions as grammar rules



Evolution of regulatory networks

Layered models in stratigraphy

Developmental biology
Stochastic grammar framework

Syntax: grammar template


Semantics: generating function for SPG’s

Expressiveness escalations: 

multiple terms on LHS ( => context sensitivity)


pointer notation

Stochastic Parameterized Graph Grammars (SPGG)


“via” statement for recursion

Objects and Relationships


groups of variables – object instances


compositional hierarchy



“Frameville” objective functions

inheritance hierarchy


transformations & dynamics




Continuous- and discrete-time dynamics



reduction to graph automata


Meta-grammars

use in grammar learning, processing


meta-SPG’s, Meta-SPGG’s



graph grammars for graphical model specifications

Statistical Inference engines


Advanced mean field theory methods


Belief- and other -propagations

Multiscale optimization and sampling
Literature topics (non-exhaustive)

Probabilistic Relational Models (Koller et al.)

Chinese Restaurant Prior and Information Retreival 
(R. Neal; Escobar; Jordan, Tenenbaum)


Plates (Buntine; Jordan)


Bio network modeling (Jaakola, Noble, Haussler, Gallas, Freidman, Koller)

Network properties (Wiggins)

Advanced mean field theory methods (Opper et al.)

Symbolic logic rewrite rule systems

Various papers by the instructor

Plate notation:

W. L. Buntine. Operations for Learning with Graphical Models, Journal of Artificial Intelligence Research 1994.

M. I. Jordan. Graphical models. In press: Statistical Science (Special Issue on Bayesian Statistics), 2003.  http://www.cs.berkeley.edu/~jordan/publications.html, 2003.

Relational data models:

L. Getoor, N. Friedman, D. Koller, and A. Pfeffer. Learning Probabilistic Relational Models, in Relational Data Mining, S. Dzeroski and N. Lavrac, Eds., Springer, 2001.

Information retrieval:

D. M. Blei, T. Griffiths, M. I. Jordan, and J. Tenenbaum. Hierarchical topic models and the nested Chinese restaurant process. In press: Advances in Neural Information Processing Systems (NIPS) 16, 2003.

Computational Geology:

"Strategies for autonomous rovers and Mars", Martha S. Gilmore, Rebecca Castano, Tobias Mann, Robert C. Anderson, Eric D. Mjolsness, Roberto Manduchi, and R. Stephen Saunders, Journal of Geophysical Research - Planets, December 25 2000. 

Cell Biology:

Hartemink, A. J., Gifford, David K.,  Jaakkola, T. S., Young, R. A., “Combining Location and Expression Data for Principled Discovery of Genetic Regulatory Network Models,”  Pacific Symposium on Biocomputing 2002, Kauai, January 2002.

Yoseph Barash, Gal Elidan, Nir Friedman, Tommy Kaplan, Modeling Dependencies in Protein-DNA Binding Sites  RECOMB 03, http://www.cs.huji.ac.il/labs/compbio/TFBN/


Module networks: identifying regulatory modules and their condition-specific regulators from gene expression data. Segal E, Shapira M, Regev A, Pe'er D, Botstein D, Koller D, Friedman N. Nat Genet. 2003 Jun; 34(2):166-76.

A Gene Co-Expression Network for Global Discovery of Conserved Genetics Modules, E. Segal,  J. Stuart, D. Koller, and S. Kim.  Science, 2003 October, 302(5643): 249-55.
Combining Phylogenetic and Hidden Markov Models in Biosequence Analysis. Siepel, A. and Haussler, D. (2003). In Proceedings of the 7th Annual International Conference on Research in Computational Molecular Biology (RECOMB 2003), pp. 277-286.

Stochastic grammars and graphs:
"Symbolic Neural Networks Derived from Stochastic Grammar Domain Models", Eric Mjolsness, in Connectionist Symbolic Integration, eds. R. Sun and F. Alexandre, Lawrence Erlbaum Associates, 1997. 

"Connectionist Grammars for High-Level Vision", Eric Mjolsness, in Artificial Intelligence and Neural Networks: Steps Toward Principled Integration, eds. Vasant Honavar and Leonard Uhr, Academic Press, 1994. 

"Learning with Preknowledge: Clustering with Point and Graph Matching Distance Measures", Steven Gold, Anand Rangarajan, and Eric Mjolsness, Neural Computation, vol 8 no 4, May 15 1996. Reprinted in "Unsupervised Learning: Foundations of Neural Computation", eds. G. Hinton and T. J. Sejnowski, MIT Press 1999. 

"Multiscale Models of Developmental Processes" David H. Sharp, John Reinitz, and Eric Mjolsness, Open Systems and Information Dynamics, vol 2 no 1, pp. 1-10, Nicholas Copernicus University Press, Torun, Poland, 1993. 

"Optimization in Model Matching and Perceptual Organization", Eric Mjolsness, Gene Gindi, and P. Anandan. Neural Computation, vol 1 no 2, Summer 1989.  

Inference Engines:

D. I. Tsioutsias and E. Mjolsness, “A Multiscale Attentional Framework for Relaxation Neural Networks,” Adv. Neural Information Processing Systems 8, MIT Press, 1996.

"Multiscale Optimization in Neural Networks", by Eric Mjolsness, Charles Garrett, and Willard Miranker, IEEE Transactions on Neural Networks, vol 2 no 2, March 1991. 

